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Abstract- In this paper, an end-to-end Quality of Service
(QoS) framework for streaming services in 3G mobile networks
is considered. A solution based on a Public Land M obile Network
(PLMN) hoged multimedia sreaming service is sudied to avoid
accessing through an external 1P packet data network (IP-PDN) to
sreaming services. Under this scenario, the interaction between
UMTS and IETF’s protocols and mechanisms for a streaming
session is analyzed. By signaling flowcharts, it is shown that both
groups of protocols and mechanisms can co-operate to provide
seamless end-to-end real-time services. Supported by this proposed
framework, provisoning of audio sreaming services over 3G mobile
networksisalso addr essed.

Index terms- multimedia streaming, quality of service, 3G
mobile networks

I. INTRODUCTION

Multimedia streaming services are receiving condderable interest
in the mobile network business [1]. Supporting religble red time
sarvices is decidve aspect for the increasing migration towards
packet based telephony networks. For UMTS, deploying an dl IP
architecture is a promising standardization trend due to convergence
between | P technologies and telephony services [2]. This saviceis
d technicdly applicable over evolving second and third
generation wirdless networks, thus streaming clients will soon be
deployed in advanced wirdless communication devices.

Although a few proprigtary streaming technologies rule the
Internet today, proliferation of IETF standardized protocols, such as
Red Time Streaming Protocol (RTSP), and aims to standardize an
open dreaming concept in mgor wirdess standardization
organizations (3GPP, 3GPP2) will bring a strong open standard
based sarvice to the wirdess marketplace [3]. However, one
important advantage of sjpportingra'l exiging commercia service
platform (such as a RealNetworks™ or QuickTime™ server) isto
provide added vdue from the access to exising service/content
provider, besidesits brand awareness.

One key issue is how mobile networks can support these kind of
srvices In these "Pre-All-IP* service cases the usad radio bearers
can be chosen from either 2G or 3G circuit switched (CS) or packet
switched (PS) bearer s&t. Fird commercid streaming services may
well utilize exigting CS bearer services but in 3G the services will be
offered over PS bearers Recent gudies show that GPRSYEGPRS
data bearers exhibit good performance when supporting streaming
services [4]. Consequently, this may shorten the period needed for
usng CS bearers for providing streaming-like services on top of
religble transport channds. The PS wirdess sarvices will ill utilize
rdatively low tranamisson bandwidths due to overdl capacity
redraints in the air link capacity. Thus, they should benefit from
dandardized and robugt 1P header compresson methods while

achieving an acceptable QoSfor end users.

Providing end-to-end QoS for multimedia streaming services
implies the harmonized interworking between protocols and
mechanisms specified by |ETF and 3GPP[5], both involved in QoS
provisioning within the different 3G network subdomains and the
externd IP-PDN which the service is accessed through. In this
paper, the end-to-end QoS management of streaming servicesin 3G
mobile networks is conddered. Paticulary, the possbility of
employing a PLMN-hosted multimedia streaming service is sudied
to avoid accessing through an extend IP-PDN to streaming
services By this solution the mobile operator host a streaming server
or a proxy server within the PLMN, alowing to provide sufficient
QoS to users of wirdess streaming terminads. More secificaly, in
this work provisoning of audio sreaming services over 3G mohile
networks is tackled. In addition, the presented andyss of the
multimedia sreaming sesson is chronologicdly divided in two
phases. sarvice activaion and service tilization.

The remainder of this paper is organized as follows. In the firgt
place, multimedia streaming service, mobile network architecture
and protocol stack are overdl described in section 1. Secondly,
sarvice activation is detailed depicted, highlighting both application
and UMTS level 9gnaling procedures, in section I11. Afterwardsthe
mechanisms involved in QoS provisoning in the UMTS network
whilethe serviceisongoing are outlined in section |V. Finaly, some
conclusionsin section V summarize the main ideas presented in this
work.

I1. OVERALL SCENARIO DESCRIPTION
A. Description of the service: Multimedia Sreaming

A generic framework for a typica multimedia sreaming service
condgs of content credtion and retrieva system. The content
creation system has one or more media sources, eg. acameraand a
microphone. In order to compose a multimedia clip congsting of
different media types, the raw data captured from the sources are
edited. Typicaly, the sorage space required for raw media data is
quite large. In order to facilitate attractive multimedia retrieval
service over commonly available trangport channels such aslow bit
rate modem connections, the media clips are dso compressed in the
editing phase, before they are handed to a server. Typicdly, severa
clients can access the server over a determined network. The server
is able to respond to the requests presented by the dients and its
main task isto transmit adesired multimediaclip to the dient. Then,
the client decompresses and playsthe clip.

In the pag, to view media on the Internet, users had to download
the entire clip or file to their local hard disk drive before playing it.
During the past couple of years sreaming has matured and gained
high user acceptance epecidly within users of Internet-enabled
PCs. This technology is dso seen as one of the new added vaue
Internet services, and competition on the area has been and
continuesto be heavy.



By dreaming, a media server opens a connection to the client
teemind and begins to dream the media to the dient at
gpproximately the playout rate. During the media receiving, the
client plays the media with a smdl delay or no delay at dl. This
technique does not only free up precious termind memory, but aso
it dlows for media to be sent live to dients as the media event

happens

The user needs a player, which is a specid program thet
decompresses and sends video data to the digplay and audio data to
the speskers. This dient gpplication must be able to contral the
streaming flows (control plane) and manage the media flows (user
plane). In addition the client dso hasto interface with the underlying
transport network technology, its specific protocols and data bearers
dedicated to the service.

Nowadays, snce the accessto Internet servicesis moving fast to
wirdess devices the available computing capacity in devices
increases, and user rates for cdlular subscribers are gpproaching
those of wired terminds, streaming service is technicdly feasble
adsoinwirdesshandsets.

Generdly, multimedia streaming by definition is seen to include
one or savera media streamed or trangported to the client over the
network. Some example servicesare:

e Audio streaming (offering eg. music playback &t the termind),
that isthe one sudied in this paper.

e Streaming with an audio and a video component (news
reviews, music videos)

e Audio dreaming with Smultaneous visud presentaion
comprising of ill images and/or graphica animations, video
clipspresented at pre-defined order.

Statisticd mode of this kind of traffic depends quite alot on the
service[6]. In case of audio, the generated traffic is rather non-bursty
wheress video traffic has a more bursty nature. This may make CS
bearers auitable for audio sreaming services whereas PS bearers
givesmore trunking gain and abetter utilization of the resources.

B. Architecture of the Mobile Network

A genad oveview of the conddeed UMTS network
architectureisdepicted in fig. 1. Detailed descriptions of the entities,
interfaces and protocolsin UMTS aregivenin[7] and [8].

In addition to the User Equipment (UE), the main entitiesin fig. 3
thet areinvolved in QoS ae UMTS Terestrid Radio
Access Network (UTRAN) and GSM/EDGE Radio Access
Network (GERAN), Serving GPRS Support Node (SGSN), Home
Location Regiger (HLR), Gateway GPRS Support Node (GGSN)
and Application Server and RTSP Proxy.
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Fig. 1. End-to-end network architecture

End-to-end QoSinthe UMTS Release 4 is based on the | P bearer
sarvice (IP BS) concept, which conddts of the necessary extension
of the UMTS BSdefined in the UMTS rdlease 1999 [5] to take into
account the QoSin the external |P-PDN. In our moddl, the GGSN is
connected to a RTSP proxy, which is dso connected to the
Streaming Server. Therefore, no externd IP-PDN is involved in
providing the streaming service.

The IP policy modd dlows to creaste a complete framework for
management of 1P BSs Policies represent established Service Leve
Agreements (SLAS) between sarvice providers and users. SLAS
specify a set of agread rules for performing admission control that
are not only based on the availability of the requested resources (i.e.
QoS, accesshility, security and other network performance issues
expected by the UE can be consdered). The entity in charge of the
IP BS policy management is the Policy Control Function (PCF),
which is co-located with the RTSP proxy. GGSN and RTSP proxy
use Common Open Policy Service (COPS) protocal to interact and
negotiatethe IPBST9].

C. Protocol Sack: Control plane & User plane

The 3GPP PS multimedia streaming service is being sandardized
based on control and transport IETF protocols as RTSP, Red-Time
Trangport Protocol (RTP) and Session Destription Protocol (SDP),
asfig. 2 shows. Codec standardization has not been evalving far,
but as 3GPP in its history has not sandardized audio codecs, this
fieldisfairly openin 3GPP.

RTSPisan gpplication leve client-server protocol which is used
to control the delivery of red-time streaming data[10]. It establishes
and controls one or severa streams of continuous media but does
not convey the media streams itsdf. The media streams may be
conveyed over RTP, but the operation of RTSP is independent of
the transport mechanism of the media streams.
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Fig. 2. Protocol Stack for signaling and media flows of streaming services

A presentation description defines the set of media streams
controlled by RTSP. The format of the presentation description is
not defined in [10], but one example of a presentation description is
the session description format SDP, which is specified in [11]. The
SDP includes informeation of the media encoding and port numbers
used for the media sreams. RTSP specification dlows separate
media freamsto resde in different servers. RTSP may be sent over
TCP while the media sreams normaly use UDP as trangport
mechanism. Thus, the continuity of the media stream is not affected
by gaps in RTSP dgnding. The RSTP reques is a dgnaling
message from the client to the server. The server sends responses
back to the client by RT SP response atus codes.

RTP trangports media data flows over UDP, in the same way as
its related control protocol called Red-time Transport Control
Protocol (RTCP) [12]. RTP caries data tha has red time
requirements while RTCP conveys information of the participants



and monitors the qudity of the RTP sesson. The RTP and RTCP
sarvices together provide payload type identification, sequence
numbering, timestamping and delivery monitoring. RTP defines a
flexible framework for red-time data transport for multimedia
services but it does not ensure timely ddlivery or provide any QoS
guarantees. Furthermore it does not prevent out-of-order delivery or
assume that the underlying network would deliver packets reliably
and in sequence.

[11. SERVICE ACTIVATION

This phase is described a three levels In the firg place, the
sarvice activation procedure from UE viewpoint is briefly outlined.
Secondly, the signdling interchanges between application ertities by
using RTSP in order to establish the session is presented, as well as
the media codec negatiation. Findly, dl the signaing and
mechanisms a lower layers (i.e UMTS protocols) are detailed
explained.

A. User Equipment Operation

The service activation from user viewpoint can be described as
follows At firg, user initiates the streaming client application, which
connects to the UMTS network by usng a socket Application
Program Interface (APY). The application requests a primary Packet
Data Protocol (PDP) context which is opened to an ecific access
point with interactive UMTStraffic dassand other suitable UMTS
QoS Rd'99 parameters. A socket is opened for RTSP negotiation
and it istied to the interactive PDP context. The user then sdlectsan
audio dreaming content. The application activates a sreaming
handler to take care of the greaming content. When the RTSP
negotiation reaches the SETUP phase, two secondary PDP contexts
are activated, one with QoS parameters suitable for audio streaming
(RTPtraffic) and another for trangport sgnaling (RTCP traffic). The
new contexts must be activated before the RTSP PLAY command,
because after that the RTP flow will gart running through the
streaming PDP context. New sockets are opened for RTP and
RTCPtraffic and they aretied to the corresponding PDP context.

The dreaming handler launches a user interface to let the user
control the audio sream, including eg. play, pause and sop knobs

B. Application Layer Sgnaling

The gpplication layer Sgnding interchange between the UE and
the sreaming server isoutlined in fig. 3. More detailed descriptionis
giveninthefollowing seps

Sep 1 — A primary PDP context is activated for the RTSP
signding between the termind and the streaming server. By means
the Access Point Name (APN), the UE finds out the address of the
streaming server when the user sdlectsalink that pointsto streaming
content residing in the sreaming server.

Step 2 — After creating a TCP connection to the streaming server,
the UE sends an RTSP DESCRIBE request to the server. This
request indicates that the server should send the UE information
about the media it is going to send. This information includes the
encoding of the mediaand the corresponding UDP port number.

Sep 3 — The dreaming server sends a 200 OK response
containing a presentation description in the form of an SDP
. The SDP describes the sreaming media the UE isabout to
receive. It should be noted that the RT SP gpecification as defined in
the IETF [10] does not mandate the use of the DESCRIBE method
for thismediainitidization phase.

UE GGSN RTSP server
0 . Primary PDP context
activation
(RTSP signaling)
e [RTSP] DESCRIBE
[RTSP] 200 OK
e [RTSP] SET UP e
[RTSP] 200 OK e
Secondary PDP context
activation
e (one for RTP traffic and
another for RTCP)
0 [RTSP] PLAY
[RTSP] 200 OK a
e RTP and RTCP flows

Fig 3. RTSP session initiation procedure in UM TS network

However, in order to function properly any RTSP-based system
mugt receive the description of the media one way or other. The
3GPP gandard [3], which defines the protocols and codecs for the
trangparent end-to-end packet switched streaming service in 3G
networks, mandates the use of the DESCRIBE method for the
conveyance of the mediadescription.

Step 4 — The UE sends a SETUP request to the server. This
message indicates the trangport information of the stream including
the UDP port numbers the UE is going to use for the RTP stream
and the RTCP contral traffic.

Step 5—The server acknowledges the SETUP request by sending
a200 OK response back to the UE.

Step 6 — In this phase the two secondary PDP contexts for the
streaming media (RTP and RTCP flows) are activated. Thisphaseis
presented in more detall later.

Step 7 — When the resources for the media are successfully
resarved the UE sendsthe streaming server aPLAY request in order
to dart to receivethe stream.

Sep 8—The sarver replieswith 2200 OK response

Step 9 — The sarver darts to send the stream in form of an RTP
flow. Likewise, RTCP traffic is sent for the QoS contral of the
corresponding RTP dataflow.

C. UMTSSgnaling Procedures

Once the gpplication levd dgnding procedure is presented,
further indght about the UMTS signding is provided. In UMTS, dl
signding associated with service sesson establishment is carried out
by the contral plane through different QoS management functions
(i.e bearer savice , Subscription, trandation and
admisson& capability). Fig. 4 illugrates the different stepsthat form
the service activation within the UMTS network.

In the firg place, a primary PDP Context is activated, as
aforementioned, for RTSP dgnding using interactive UM TS treffic
dass [5]. The interactive traffic class has a priority based handling
intead of guarantees based handling, beng the rdiability
requirement the target in this case. The control plane functions are
digtributed in different layers of severd network entities. Assuming
that the service sesson edablishment is successful, a detaled
description of this phaseis shown in the flowchart of fig. 4.



Sep 1 — The QoS requirements of the gpplication in the UE are
mapped on 3G QoS dtributes Since the primary PDP context is
used for RTSP sgnding, a 3G QoS prafile with interactive traffic
class, high priority and low error rate is gppropriate. A Sesson
Management (SM) protocol message from the UE to the SGSN
initiates the PDP context activation procedure.

Step 2 — After the SGSN has vaidated the service for that user by
quering HLR, loca admission contral is performed (eg. based on
the gtate of the buffers, the CPU load, etc...). Then, the SGSN maps
the 3G QoS atributes on Radio Access Bearer (RAB) QoS
attributes and triggers a RAB assignment procedure in the RAN by
using the Radio Access Network Application Protocol (RANAP).

Sep 3—Inthe RAN, admission control is basicaly based on the
availability of radio resources. Once anew PDP context is accepted,
RAB attributes are mapped on Radio Bearer (RB) parameters used
in the physical and link layers (e.g. Soreading codes, retrangmission
requirements, etc...). RB according to these parametersis established
and it is reported to the SGSN, which employs GPRS Tunnding
Protocol for Control Plane (GTP-c) to indicate the GGSN that anew
PDP context hasto be created.

Step 4 — Asthe primary PDP context is not intended for red time
traffic, no resource resarvetions are needed in the Core Network
(CN). The GGSN accepts to cregte the primary PDP context based
on dmilar admisson criteria to those employed by the SGSN.
Theredfter, the GGSN notifies the SGSN that the primary PDP
context for RTSP has been successfully crested and the SGSN
sends an SM message to the gpplicationinthe UE.

Step 5 — Once Streaming Server accepts the RTSP connection
request, the UE triggers two secondary PDP context activation
procedures, one for unidirectiond RTP traffic and one for
bidirectiond RTCP traffic. The reason for the use of different
secondary PDP contexts is that RTCP traffic must separated from
RTPif heeder compressionisgoing to be gpplied for RTP/UDP/IP.

Step 6 — The UE converts user data gpplication requirementsinto
QoS prdfile for sreaming class Thus, table | shows an example of
QoS profilefor RTP datatraffic. The QoS parameters requested for
the PDP context take into account the full RTP/'UDP/IP headers
Thus, no header compresson is assumed in the IP levd when
requesting QoS. Some assumptions have been made for this
proposed QoS profile. A bitrate of 64 kbpsis assumed (e.g. MPEG-
AAC codec), which achieves good stereo quality. The payload size
from the dreaming application in this example is assumed to be
between 500-1000 bytes. The downlink bitrate of 72 kbps is
caculated by including the impact of the following header Szes
RTP 12 bytes, UDP 8 bytes, and IPv6 40 bytes. As RTP flow is
unidirectiond, guaranteed hitrate for uplink is set to 0 kbps. The
Trandfer Dday requirement is not so stringent that re-transmissons
arepossble

Table |. Proposed QoS Profile for RTP traffic
Q0S99 Parameter name Parameter value

Traffic Class Streaming
Maximum bitrate for uplink Okbps
Maximum bitrate for downlink 90 kbps
Maximum SDU sze 1060 bytes
Delivery of erroneous SDUs No
SDU error ratio 10
Transfer Dday 2s
Guaranteed hitrate for uplink 0 khbps
Guaranteed bitrate for downlink 72 kbps

For agiven DU Error Ratio, the larger the SDU sze, the smaller
the BLER, what means thet the rdiability requirements for radio
link are stringent. Since a more protective conding scheme must be
used, the bitrate is lower (for the same radio blocks sent), implying
larger dday. Therefore, maximum SDU size should be commonly
consdered with the required SDU error ratio. From network
viewpoint, smaler SDUs dlow esder compliance to rdiability
requirements by relaxing the radio link adaptation. Moreover, a
trade off between the rdiability and delay rdlevancy should be
found. This compromise needs to be communicated from UE
gpplication to the network or the application criteria for SDU sze
should be dways conservative. In a smilar way, the UE converts
transport contral requirementsinto QoS profile for RTCP traffic.

Once the QoS profiles are derived, the secondary PDP contexts
are activated. This procedure, thet is performed for both secondary
PDP contexts, is outlined in fig 4. The main steps of a secondary
PDP context activation procedure are commented below. The RTP
traffic PDP context is used for this example. A new Radio Resource
Control (RRC) connection is not needed because every new
connection the UE wants to activate can use the RRC connection
established for the primary PDP context.

An Activate Secondary PDP Context Request SM messageis sent
from UE to SGSN. This message contains the requested QoS and
Traffic How Template (TFT) parameters, which is trangparently
sent through SGSN to GGSN to enable packet classfication for
downlink detatrandfer.

Step 7—The SGSN vdidates the service request by checking the
subscription information stored in the HLR. Besides, the SGSN
performs admission control. There are two configurable parameters
that control the maximum amount of streaming traffic: red time
bandwidth and streaming bandwidth. So hereit is checked that there
is enough bandwidth for the new PDP context. In affirmative case,
the flow is accepted and the resource reservation is performed by
decreasing the bandwidth quota by the guaranteed bitrate of the new
PDP context. In addition to configuration parameter, the admission
control procedure checks the CPU load so tha there is processng
capacity for an additiona flow before accepting the PDP context
activation. Allocation/Retention priority parameter is given by the
HLR to SGSN. This parameter is used for admission precedence,
i.e to sdect which one is acoepted among several users when
streaming bandwidth islimited.

The 3G QoS profile is mapped to RAB QoS attributes. The 3G
atributes are exactly the same as the RAB QoS attributes but the
vaues are not typicdly the same for the following parameters
Resdud BER, SDU eror raio and Transfer Dday, due to the
packet logt and the delay insde the Core Network. The SGSN sends
a RAB Assgnment Request RANAP message to the RAN through
the luinterface. Thismessage containsthe RAB QoS attributes.

Step 8 — The RAN, both UTRAN and GERAN, performs an
admisson control. RAN must do the mapping between RAB and
RB parameters. When requesting a QoS profile for a PDP context,
the parameters should be requested for full headered IP packets
Since the header compression gpplies only a PDCP layer in radio
Uu interface, the impact of the header compression is only taken
into account in RAB to RB mapping, when the resources are
requested. Therefore, RB resources should be reserved when RAN
applies header compression according to the corresponding bitrate.
Later, the RAN establishes the RAB with the selected cdll.  After
that, the SGSN recaves a RAB Assignment Response RANAP

message.
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Step 9 — The SGSN sends a Create PDP Context Request
message to the GGSN with the QoS negotiated, which generates a
new entry in its PDP context table and dtores the TFT. A loca
admisson control and resource reservation are perfomed in the
GGSN in the same way as SGSN. The allocation/retention priority
parameter is ds0 used in Smilar manner as for SGSN. Once the
loca admission control is performed in the GGSN, it outsources the
admisson contral to the PCF in the RTSP proxy by sending a
COPS message. The PCF applies appropriate rules to the service
and sendsitsdecison back to the GGSN.

Sep 10 — The GGSN replies with a Create PDP Context
Response GTP-c message to the SGSN. Likewise, the SGSN replies
with an Activate PDP Context Accept SM message to the UE. The
SGSN is now able to route PDP PDUs between the GGSN and the
UE, and to gart charging.

Step 11 — The GGSN reports the success of the secondary PDP
context activation procedure to the SGSN and the PCF in the CSCF.
Findly, the SGSN sends the corresponding SM message to the
UE, so that it knows the end of the service session establishment.

IV.SERVICE UTILIZATION

Once the connection is eablished, the RTP data flow needs an
gppropriate QoS providoning. In this work, it is assumed that IP
trangport domain (i.e both CN and IP based RAN) employs
DiffServ mechanism [13][14], which is based on different Per Hop
Behaviours (PHB). Each PHB condsts of the rules used to treat
packetsin specific ways indde the network. More specificadly, PHB
denotes a combination of forwarding, dassification, scheduling and

drop behaviours at each hop. For streaming traffic, two groups of
PHB can be gpplied: Expedited Forwarding (EF) or Assured
Forwarding (AF). EF PHB target isto provide tools to build alow
loss, low latency, low jitter, assured bandwith end-to-end service
within the DiffServ domain, with the drawback of the complexity it
introduces in the sysem. Due to the loose QoS requirements of
streaming sarvices, mainly in comparison with other red-time traffic
like Vol P services, the AF PHB can be used. Insde AF PHB group
there are a number of PHB delay classes, each with a number of
drop precedence levels. For streaming traffic highest priority should
be used.

In the radio subdomain there are badically two options: CS beerer
or PSbearer. The CSapproach hasthe inherent drawback of waste
of resources, mainly in case of burgty traffic. Streaming traffic
andysis shows its bursty nature. In fig. 5, the grgph above presents
the fluctuation of the hitrate for such a traffic source, wheress the
graph below depictsthe queue satus. The source generates traffic at
an average rate of 64 kbps. Due to the variation of the source rate,
the existence of less ativity periods (bitrate below the average one)
is observed. Likewise, when these periods are large enough the
queue gets empty (see highlighted partsin fig. 5). Therefore, in case
a dedicated capacity of 64 kbps is dlocated for such connection
thereisawaste of resources. In other words, if resources are shared,
trunking gain is obtained.

Since 3G mobile networks are going to support multi-radio
technologies, such as Wideband Code Divison Multiple Access
(WCDMA) and Enhanced Data rates for GSM Evolution (EDGE),
in this work the QoS provisoning in both radio technologies is
briefly outlined.
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Fig 5. Bursty nature of streaming traffic

In UTRAN there are basicaly two types of bearers Dedicated
Channd (DCH) or Data Shared Channd (DSCH). Otherwise,
GERAN provides different bearers which can support streaming
savices Traffic Channd (TCH) like High Speed CS Daa
(HSCSD) and Enhanced CS Data (ECSD) from CS domain, or
Packet Data Channd (PDCH) from PSdomain.

As aforementioned, the use of shared resources givesto operators
higher trunking gain. The chadlenge comes from the need of
guaranteeing certain bandwidth on shared channdswhose radio link
capacity is continoudy varying, so enhanced QOS mechanisms are
needed for that purpose Hence, coordination between admission
control and resource dlocator aswdl as packet scheduling and link
adaptation dgorithmsisrequired.

When the negotiated QoS during the service establishment can
not be maintained by any network entity, different QoS control
mechanisms have to be employed. Subsequently, some control
plane dgnding activity is needed to coordinae dl these
mechanisms, epecidly in order to provide a seamless end-to-end
sarvice bearer from the user point of view. The control plane activity
when QoS degradation occurs can be divided into two different
groups of mechanisms: preserving and renegotiation mechanisms.

The QoS presarving mechanisms are trangoarent to UE. For
example, some RAN internd mechaniams are able to detect radio
link degradation, so that specific control plane Sgnaing procedures
are triggered to successfully recover the negotiated QoS (eg. by
means of radio resources redlocation or cdll resdection). When the
firg type of mechanisms can not successfully keep the negotiated
QoS, it is possible to renegotiate a downgraded QoS profile with the
UE. Hence, this group of mechanisms are not trangparent to the UE.

V. CONCLUSIONS

Since supporting religble red time services is decisve agpect for
packet basad telephony networks, an end-to-end QoS framework for
streaming services in 3G mobile networks is considered. This work
addresses a olution based on a PLMN-hosed multimedia
streaming sarvice. Signding flowcharts have shown that UMTS and
IETF's protocols can co-operate to provide seamless end-to-end
redl-time services. Thus, service activation have been described a
three levels the initigtion from UE viewpoint, the RSTP sgnding
interchanges between application entities and the UMTS signaling
procedures.

Provisoning of audio dreaming services over 3G mobile

networks have been aso tackled in this paper. Results from traffic
behaviour andlyss have shown the convenience of usng PS beerers.

In case of shared channels, the challenge of assuring capacity for
such traffic have dso been pointed.

Nowadays, there are basicaly two trends among operators about
the type of multimedia sarvices to be supported in 3G mohile
networks. In one hand, a the beginning operators may pilot the
service with modified proprietary streaming technologies, which
provide brand awareness and added vaue from the access to
exiging service provider. However, proliferation of IETF
dandardized protocols such as RTSP, and aims to standardize an
open dreaming concept in mgor wirdess gsandardizetion
organizations (3GPP, 3GPP2) are bringing a srong open standard
based sarvice to the wirdess marketplace, which provides a better
environment for creating productive business with widespread
wireless streaming services

There remain a couple of issues that gill need to be solved. So,
audio gtreaming lacks a clearly identified codec for gandardizetion
and it is not yet sure thet a Sandardized streaming service could
effectively handle aso scenarios where file downloading or HTTP
streaming is used instead of pure streaming, what depends quite alot
on whether a standardized file formeat can be defined for multimedia
content storage.
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